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ABSTRACT
To gain more insight in the question whether personalized news
recommender systems should be responsible for their recommen-
dations and transparent about their decisions, we study whether
news consumers want explanations of why these news articles are
recommended to them and what they �nd the best way to explain
this. We survey users of Blendle’s news recommendation system,
and from 120 respondents we learn that news consumers do want
explanations, yet do not have a very strong preference for how
explanations should be shown to them. Moreover, we perform an
A/B test that shows that the open rate per user does not change if
users are provided with reasons for the articles recommended for
them. Most likely this is because users did not pay a�ention to the
reasons.
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1 INTRODUCTION
�e European Union has approved the General Data Protection
Regulation (GDPR) on April 14, 2016. �e GDPR will be enforced
on May 25, 2018, and states, amongst others, that one needs to
be able to explain algorithmic decisions. At the time of writing
(mid 2017), the broader implications of this regulation are not clear,
but there does seem to be a broadly accepted view that citizens in
a transparent society are entitled to explanations of technology-
driven processes, especially as algorithmic decisions increasingly
in�uence our daily life. To which degree do citizens actually care
about this? �at is, are people who base their decisions and lives
∗Research performed while intern at Blendle.

Additional authors: Ron Mulder (Blendle, ron@blendle.com), Nick van der
Wildt (Blendle, nick@blendle.com).

�is article may be copied, reproduced, and shared under the terms of the Creative
Commons A�ribution-ShareAlike license (CC BY-SA 4.0).
FATREC 2017, Como, Italy
© 2017 Copyright held by the owner/author(s). .
DOI: 10.18122/B24D7N

on the outcomes of algorithmic decisions, interested in receiving
information on why a decision was made for them?

One area in which transparency and explainability are particu-
larly important is news, both concerning news content and concern-
ing the technology used to expose citizens to news (e.g. [2, 5, 11]).
We focus on one aspect of technology that helps to expose citizens
to news: news search and recommendation. Increasingly, news
consumers use personalized services to consume news, o�en based
on algorithmic or mixed algorithmic/editorial selections (e.g. [4, 6]).
�ese personalized services determine to a large extent what news
items their consumers read. It is tempting to state that these ser-
vices should take their responsibility and be transparent about their
choices by explaining their decisions to their users. However, do
consumers of personalized news services care about explanations
of the way in which their personalized selections were determined?
We study this question in the se�ing of Blendle,1 a Dutch start-up
backed by amonst others �e New York Times. Every day, Blendle
users receive a personalized selection of news articles, selected
based on a number of features that capture their reading behavior
and topical interests. On top of this, Blendle users also receive
a number of must reads every day; these articles are selected by
Blendle’s editorial sta� and are the same for everyone. �is is one
of the ways to prevent users ending up in their own �lter bubble.
Blendle allows users to purchase a single news article instead of
having to buy an entire newspaper (using micropayments) or to pre-
pay via a subscription for their personal selection (called Blendle
Premium). Users have the possibility to receive a refund for an
article if they are not satis�ed with it.

We have three research questions. Firstly, we investigate whether
users would like to see explanations about why they see the ar-
ticles selected for them. Secondly, we study what users �nd the
best way to receive these explanations. �irdly, we would like to
know whether users open more articles if they are provided with
explanations. In answering these research questions, our �ndings
contribute to our understanding of the urge that news consumers
feel to read articles from a transparent news recommender system,
and because of this, to what extent news recommender systems
should be accountable for their decisions. More broadly, our �nd-
ings contribute to our understanding of how explainability can be
operationalized.

1h�p://www.blendle.com
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